Kiinstliche Intelligenz
fiir ein gutes Altern

September 2025

Kunstliche Intelligenz & Nachhaltigkeit

Energie- und Wasserverbrauch im Zeitalter grol3er Sprachmodelle



Autoren

Alexander Engel
Johanna Schnitzler

Kontakt

Kiinstliche Intelligenz

fiir ein gutes Altern

bagso

BAGSO - Bundesarbeitsgemeinschaft der Seniorenorganisationen e.V.
Alexander Engel - Projektleiter ,,KI fiir ein gutes Altern”
Noeggerathstr. 49

53111 Bonn

Tel.: 02 28 / 24 99 93-45
E-Mail: engel@bagso.de
Web: www.ki-und-alter.de

Gefordert vom:

% Bundesministerium
fur Bildung, Familie, Senioren,
Frauen und Jugend


mailto:engel@bagso.de
http://www.ki-und-alter.de/

Inhaltsverzeichnis

1o 1 [T (VT o ¥ - S PP PPPRORPPRPPPRN 1
ENErgieVErBraUCh .....coovveiceccee e e e e e e e e e e e e e e e e e e e e eaeas 2
Energieaufwand beim TraiNing.......ccuuiiiiiiiiiee e e e e e e e e e e e e e e s e e eennnnnes 2
Energieverbrauch wahrend der NUtzUNg (INFErenz) ......ccccveveeciieeiiiee e 2
G1ODAIE DIMENSION ..ttt s et e st e st e e bt e e e s bt e sane e sbeeeneesareenane 3
WaSSEIVEIDIAUCK. . ..eiiiiiiie ettt e s st e s be e e e s saba e e e eans 4
Wasserverbrauch beim TraiNing.......cccuuieii i s e e e e e e e e e e e e aseees 4
Wasserverbrauch wahrend der Nutzung (INfErenz) ......oooeceveeee e e 5
LGl [o] 1 (=l D113 o =T g T (o o [PPSR RPN 5
Vergleich mit anderen ANWENAUNEEN.........coevvviiiiiiiiiiiiieeeeee e e e e e e e 6
Erste Transparenzinitiativen europadischer Anbieter.......ccccceveeiveieeeeeeveiniccccceeee e, 7
Ein Blick in die@ ZUKUNTL ..ot s e e 8
Fazit: Nicht verteufeln, aber aufpassen! .........ccccoviiiiiiii e 10

QUL e e et e e e e e e e e e e et e e et e e e e e e e e r e e aaaeaaaaraaaas 12



Kiinstliche Intelligenz

fiir ein gutes Altern

Einleitung

Klnstliche Intelligenz (KI) hat in den letzten Jahren enorme Fortschritte gemacht,
insbesondere durch das Feld der sogenannten generativen Kl. Darunter sind grol3e
Sprachmodelle (engl.: Large Language Models; kurz LLM) wie ChatGPT zu verstehen,
aber auch Anwendungen die Bilder, Video- oder Tonaufnahmen erstellen kénnen.
Solche Modelle beeindrucken derzeit viele Menschen durch ihre Fahigkeiten, etwa
Text zu generieren, Informationen zu vermitteln und Fragen zu beantworten. Doch
diese Leistung hat eine weniger sichtbare Kehrseite: ein erheblicher Verbrauch an
natirlichen Ressourcen. Die Rechenzentren, in denen KI-Modelle trainiert und
betrieben werden, benétigen grolle Mengen Strom und Kiihlwasser. Dies wirft Fragen
der Nachhaltigkeit auf: Wie viel Energie und Wasser verbrauchen Anwendungen wie
ChatGPT tatsachlich? Wie ist dieser Verbrauch im Verhaltnis zu anderen digitalen
Anwendungen einzuordnen? Und was bedeutet das fir die Zukunft?

In den vielen Gesprachen im Rahmen unseres Projektes , Kinstliche Intelligenz fir ein
gutes Altern”, die wir mit alteren Menschen aber auch Multiplikatorinnen und
Multiplikatoren aus Bildung und Beratung gefiihrt haben, wurde deutlich: Das Thema
Ressourcenverbrauch von Kl bewegt uns alle. Auch wenn bereits viel zu diesem Thema
gesagt und geschrieben wurde, méchten wir in diesem Beitrag einen kompakten, aber
moglichst fundierten Uberblick Gber die 6kologischen Auswirkungen von KI-
Technologien geben. Dabei stiitzen wir uns auf aktuelle Quellen, ohne jedoch einen
Anspruch auf Vollstandigkeit erheben zu kénnen. Unser Ziel ist es, einerseits ein
Bewusstsein fur die oft libersehenen 6kologischen Kosten von Kl zu schaffen, und
andererseits, durch den Vergleich mit digitalen wie auch nicht-digitalen Diensten, zu
einer realistischeren Auseinandersetzung mit dem Thema beizutragen.! Denn klar ist,
auch Dienste wie Videostreaming, die Millionen Katzenbilder, die taglich via WhatsApp
versendet werden, die alten Fotos, die ungenutzten Dateien, die online tber Cloud-
Dienste gespeichert sind, aber auch die vielen nicht mehr bendtigten E-Mails in
unseren Postfachern verbrauchen Ressourcen, ohne dass uns das immer bewusst ist.

1 Viele Technologieunternehmen erheben zwar interne Daten zum Ressourcenverbrauch ihrer KI-Systeme,
veroffentlichen diese aber nur selten oder in verkirzter Form. Das erschwert eine transparente Darstellung und
Einschatzung. Auch wenn im Folgenden konkrete Zahlen genannt werden, ist zu bericksichtigen, dass es sich um
Schatzungen handelt, die auf wissenschaftlichen Studien und technischen Analysen basieren.
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Energieverbrauch

Grolde Sprachmodelle benétigen enorme Rechenleistung, was sich in einem hohen
Stromverbrauch niederschlagt. Dabei lassen sich zwei Phasen unterscheiden: der
Trainingsprozess (einmaliges, sehr rechenintensives Anlernen des Modells auf riesigen
Datenmengen) und die sogenannte Inferenz (der laufende Betrieb, wenn das trainierte
Modell Anfragen von Nutzern beantwortet).

Energieaufwand beim Training

Insbesondere das Training eines LLM verschlingt gewaltige Energiemengen. So wird
der Strombedarf allein flr das Training von OpenAls GPT-3 auf rund 1,287 Millionen
kWh geschatzt.? Basierend auf Stromverbrauchsdaten des Statistischen Bundesamtes
entspricht das einem Jahresverbrauch von etwa 380 durchschnittlichen Haushalten in
Deutschland.®> Neuere Modelle wie GPT-4 sind noch komplexer, wodurch, trotz
mangels verlasslicher Daten, angenommen wird, dass diese im Training noch mehr
Energie bendtigt haben. Allerdings ist das Training ein einmaliger Aufwand pro Modell:
Nach Abschluss kann das fertige Modell vielfach genutzt werden, ohne dass das
Training wiederholt werden muss.

Energieverbrauch wahrend der Nutzung (Inferenz)

Auch der laufende Betrieb eines grofen Sprachmodells benoétigt Energie. Jedes Mal,
wenn Nutzende eine Anfrage stellen und das Modell eine Antwort generiert, arbeiten
im Hintergrund Tausende von Recheneinheiten. Studien legen nahe, dass eine einzelne
Anfrage an ChatGPT deutlich mehr Strom benétigt als eine herkdmmliche Internet-
Suchanfrage. Dieser Vergleich wird zwar haufig zitiert und mit Zahlen belegt, doch
lohnt ein genauer Blick auf die Grundlagen:

Schatzungen legen nahe, dass eine einzelne ChatGPT-ahnliche Anfrage zwischen 4 und
9 Wh verbrauchen konnte — je nach Modell, Einsatzweck, Infrastruktur und
Rechenaufwand. Eine in vielen Medien haufig zitierte Analyse des niederlandischen
Wissenschaftlers Alex de Vries aus dem Jahr 2023 kommt auf durchschnittlich 6,9-8,9
Wh pro Anfrage, allerdings auf Basis eines Szenarios, in dem alle Google-Suchen
hypothetisch durch Technologien generativer Kl und der entsprechend aufwandigeren

2 Baquero 2024
3 Destatis 2023
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technischen Infrastruktur ersetzt wurden.* Zum Vergleich: Eine klassische Google-
Suche benétigt nach Angaben des Unternehmens lediglich etwa 0,3 Wh.> Systeme wie
ChatGPT beanspruchen damit etwa das 15- bis 30-Fache dieses Wertes, je nachdem
welcher Verbrauchswert pro Anfrage dem Vergleich zugrunde gelegt wird.

Unabhangig von der Genauigkeit einzelner Berechnungen sind sich viele Expertinnen
und Experten einig: Generative Kl ist aufgrund der vielen Rechenoperationen pro
Anfrage energetisch aufwandiger als andere digitale Dienstleistungen der
Informationsbeschaffung. Bemerkt werden sollte allerdings, dass eine Anfrage bei
ChatGPT und Co. potenziell mehr Informationen und Darstellungsoptionen bieten
kann, als es eine klassische Google-Suchanfrage jemals leisten kdnnte.

Globale Dimension

In der Summe tragt der wachsende Einsatz von K| bereits erheblich zum
Stromverbrauch der IT-Branche bei. Laut einer Analyse der Internationalen
Energieagentur (IEA) entfielen 2024 geschatzt rund 15 % des Energieverbrauchs von
Rechenzentren auf Arbeitsschritte im Bereich KI.® KI-Systeme stellen damit den derzeit
am schnellsten wachsenden Bereich im Betrieb von Rechenzentren dar.” Die IEA
prognostiziert zudem, dass der Stromverbrauch aller Rechenzentren bis 2030 auf rund
945 Terawattstunden ansteigen wird — mehr als eine Verdopplung gegentiber 2024
(415 TWh). Das entsprache nahezu 3 % des weltweit projizierten Stromverbrauchs, was
in etwa dem heutigen Jahresverbrauch Japans gleichkommt,® oder dem doppelten
Jahresstromverbrauch von Deutschland (489 TWh).?

4 de Vries 2023

> Hierbei handelt es sich um eine Angabe des Unternehmens aus dem Jahr 2009. Bislang wurden keine neueren
offiziellen Daten veroffentlicht.

6 |EA 2025

7 Lietal. 2025

8 Chen 2025

9 Verivox
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Wasserverbrauch

Neben Energie ist Wasser eine kritische Ressource fir den Betrieb moderner KI-
Infrastrukturen. GroRe Rechenzentren erzeugen enorme Abwadrme und bendétigen
effektive Kiihlsysteme, um die Hardware (die technische Infrastruktur) auf
Betriebstemperatur zu halten. Hier kommt in vielen Anlagen Wasser ins Spiel — meist
in Form von Kihlwasser, das in Kihltirmen oder Warmetauschern verdunstet, um
Warme abzufiihren. Auch die Stromerzeugung in Kraftwerken (falls nicht erneuerbar)
verbraucht indirekt Wasser. Somit haben KI-Systeme einen direkten und indirekten
Wasser-FuRabdruck, der lange Zeit kaum beachtet wurde.°

Wasserverbrauch beim Training

Ein einzelner Trainingslauf eines LLM kann Hunderttausende Liter Wasser erfordern.
Laut einer Studie der University of California aus dem Jahr 2023 wurden fir das
Training von GPT-3 in Microsofts hochmodernen US-Rechenzentren ca. 700.000 Liter
Frischwasser verbraucht.!? Diese Wassermenge wurde groRtenteils als Kiihlwasser
eingesetzt und ist nach Angaben einer Analyse so hoch, dass sie beispielsweise
ausreichen wiirde, um 370 Mittelklasse-Autos herzustellen.*?

Das angesprochene Wasser wird dabei nicht verbaut, sondern verdunstet
beispielsweise in Kiihltiirmen und geht als Wasserdampf in die Atmosphare. Es ist also
nicht dauerhaft ,weg”, aber dem lokalen Wasserkreislauf zunachst entzogen, was auch
in einigen Regionen Deutschlands angesichts des teilweise abnehmenden
Speicherstands von Grundwasser durchaus problematisch sein kann. Verbreitet sind
inzwischen auch Kihlsysteme, die mit einem geschlossenen Wasserkreislauf arbeiten,
allerdings sind diese technisch aufwendiger und energetisch weniger effizient als
Verdunstungssysteme.!3 14

0 ljetal. 2025

11 Epd.

12 McFadden 2023

13 Tozzi 2024

14 1n offenen (Verdunstungs-) Kiihlsystemen wie Kiihltiirmen verdunstet stindig Wasser, um Warme abzufiihren.
Das fuhrt zu hohem Wasserverbrauch, aber zugleich sorgt die Verdunstung fiir eine hohe Energieeffizienz des
Kihlprozesses. Im Gegensatz dazu setzen sogenannte Closed-Loop-Kiihlsysteme auf einen geschlossenen
Wasserkreislauf: Das Wasser wird mehrfach verwendet und muss kaum nachgefiillt werden.

4
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Wasserverbrauch wahrend der Nutzung (Inferenz)

Auch wenn das Training abgeschlossen ist, verbraucht der kontinuierliche Betrieb eines
KI-Modells Wasser. Dabei ist wichtig zu beachten, dass der Wasserverbrauch neben
der eingesetzten Kihltechnik sehr stark davon abhangt, wo sich das Rechenzentrum
befindet und welche Energiequelle zum Betrieb genutzt wird. So kihlen viele
Rechenzentren (z.B. in den USA) mit AulRenluft und setzen erst ab einer gewissen
Temperaturgrenze zusatzlich Wasser zur Verdunstungskiihlung ein.*

Verschiedene wissenschaftliche Untersuchungen zeigen, dass fiir eine typische
Unterhaltung mit ChatGPT, also etwa 20 bis 50 Fragen und Antworten, rund 500ml
Wasser verbraucht werden, wenn sowohl die Kiihlung des Rechenzentrums als auch
der Verbrauch im Rahmen der Energieerzeugung mit einbezogen werden.'® Das
entspricht 20ml pro Anfrage, bei einer Annahme von 25 Anfragen pro Gesprach.
Allerdings gibt es auch deutlich geringere Schatzungen: Laut Angaben von OpenAl, dem
Unternehmen hinter ChatGPT, verbraucht eine Anfrage 0,3 ml Wasser, wenn nur das
direkte Kiihlwasser berticksichtigt wird. Unabhangig vom tatsachlichen Verbrauch, ist
eindeutig: Bei Millionen von Nutzern weltweit summiert sich der Wasserbedarf von Kl-
Anwendungen bereits heute zu einer betrachtlichen GroRe.

Globale Dimension

Die globale KI-Nachfrage kdnnte laut Schatzungen bis 2027 einen Wasserbedarf von
4,2 bis 6,6 Milliarden Kubikmetern pro Jahr verursachen.!’” Eine solche Menge
entspricht dem jahrlichen Frischwasserverbrauch von etwa 4-6 Landern der GrolRRe
Danemarks oder etwa der Halfte des jahrlichen Wasserentzugs des Vereinigten
Kénigreichs.'® Diese Schatzung umfasst sowohl direktes Kiithlwasser als auch indirektes
Wasser, was etwa bei der Stromerzeugung verbraucht wird. Sollte sich die KI-Nutzung
in diesem Tempo ausweiten, wird Wasser neben Strom zu einem limitierenden Faktor
fir die Skalierung von Kl, zumal, wie angedeutet, viele Regionen bereits jetzt unter
Wasserknappheit leiden.

15 O’Brian & Fingerhut 2023
% ljetal. 2025

7 Ebd.

18 Ebd.
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Allerdings zeigt eine Erhebung der nationalen Dirregruppe in GroRbritannien sowie
die Einordnung durch das Branchenportal golem.de, dass auch Leckagen zu einem
enormen Wasserverlust flihren kénnen. So werden in der Analyse GroRRenordnungen
von 555.000 Kubikmeter Wasserverlust pro Tag bei nur einem
Wasserversorgungsbetrieb in GroRRbritannien genannt. Zur Einordnung: Der tagliche
Wasserverbrauch eines einzelnen grofen Rechenzentrums liegt, nach Angaben des
Branchenportals, bei etwa 19 000 Kubikmetern, womit der Autor des Berichts schlief3t:
»Allein bei einem Wasserversorger versickert also so viel Wasser ungenutzt, wie 29
groRe Rechenzentren bendtigen.“!?

Vergleich mit anderen Anwendungen

Ist der Ressourcenverbrauch von Kl nun auRergewdhnlich hoch, oder reiht er sich in
bekannte GroBenordnungen anderer digitaler Dienste und nicht-digitaler
Anwendungen ein? Um zumindest ein Gefiihl dafiir zu vermitteln, betrachten wir
einige Vergleiche zu alltaglichen Anwendungen, die ebenfalls global in Anspruch
genommen werden — etwa Videostreaming aber auch typische Alltagshandlungen wie
Fahrten mit dem PKW. Solche Vergleiche sind aufgrund der Unterschiede in der
eingesetzten Methodik oftmals ungenau, helfen aber, die Relationen etwas besser
einzuordnen.?°

= Videostreaming (Netflix, YouTube etc.): Eine Stunde Video in mittlerer Qualitat
(HD) verbraucht etwa so viel Strom wie zwei Dutzend KI-Abfragen.

s Musikstreaming: 1 Stunde Musikstreaming (ca. 0,06 kWh) entspricht etwa 7-8
KI-Anfragen.

= WhatsApp: Es wird geschatzt, dass der Versand einer WhatsApp-Text-Nachricht
ca. 0,01-0,05 Wh verbraucht, der Versand von Bildern 0,2-0,3 Wh und der
Versand eines Videos von 1min Lange ca. 2-3 Wh. Das bedeutet, dass eine
Anfrage bei ChatGPT ca. 200 Textnachrichten oder 25-40 Bildern oder dem
Versand von 3 Videos mit einer Lange von jeweils 1min entspricht.

9 Hiltscher 2025

20 Fir die vergleichenden Berechnungen des Energieverbrauchs haben wir, basierend auf der
Studienlage, einen Wert von 8 Wh pro Anfrage angenommen. Dasselbe gilt fiir den Wasserverbrauch
mit 20ml pro Anfrage. Nicht zu allen Vergleichen lieRen sich sowohl Energie- als auch
Wasserverbrauchsdaten finden.
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m Kaffeemaschine: Eine einzige ChatGPT-Anfrage entspricht ungefdahr dem
Energieverbrauch einer Kaffeemaschine fir 1-2 Minuten Betrieb. Eine Tasse
Kaffee verbraucht ca. 140 Liter Wasser (Anbau, Ernte, Verarbeitung), womit der
Wasserverbrauch einer Tasse in etwa 7000 KI-Anfragen entspricht.?

m  Staubsauger: 10 Minuten Staubsaugen (ca. 0,2 kWh) entspricht einem
Energieverbrauch von ungefahr 25 KI-Anfragen.

s Autofahrt: Eine ChatGPT-Anfrage entspricht energetisch etwa 20 Metern
Autofahrt pro Person (bei 7 I/100 km Benzin und 1,5 Personen im Auto).

s 1lkg-Rindfleisch: Mit dem Wasser, das fiir ein Kilogramm Rindfleisch benotigt
wird, lieBen sich etwa 30 000 langere Chat-Sitzungen mit ChatGPT fiihren.

m  Mode: Mit dem Wasser flr ein einziges T-Shirt lieRen sich rund 125 langere
ChatGPT-Gesprache fiihren oder etwa 125 000 einzelne Anfragen.

Erste Transparenzinitiativen europaischer Anbieter

Bislang lag der Fokus des Beitrags deutlich auf amerikanischen Anbietern wie OpenAl,
nicht zuletzt, da aufgrund der Vorreiterrolle und der Bekanntheit des Systems die
Studienlage umfangreicher ist. In Europa gibt es jedoch zunehmend eigene Angebote
und sogar erste Transparenzinitiativen. Besonders hervorzuheben ist hier das
franzosische Unternehmen Mistral Al, das im Juli 2025 u.a. gemeinsam mit der
franzosischen Umweltagentur ADEME die nach eigenen Angaben erste umfassende
Lebenszyklusanalyse eines groRen Sprachmodells verdffentlicht hat. 22 Ziel war es, die
Umweltauswirkungen eines LLM U(ber den gesamten Lebenszyklus — von der
Hardwareherstellung bis zur Nutzung — systematisch zu bilanzieren. Allerdings lasst
sich aus dem Bericht kein direkter Energieverbrauch in kWh ablesen, da Mistral die
Umweltauswirkungen Uber Treibhausgase (CO,e), Wasserverbrauch und
Ressourcenabbau (Sb-Aquivalente) bilanziert.? Zudem umfasst eine
Lebenszyklusanalyse auch Verbrauche im Rahmen der Hardwareherstellung, die bei
den zuvor zitierten Studien, wenn Uberhaupt, nur eingeschrankt bertcksichtigt
wurden.

21|n der ersten Version wurden hier wegen eines Ubertragungsfehlers filschlicherweise 2-3 Anfragen genannt;
Korrektur Dezember 2025.

22 Den kompletten Bericht, auf den wir uns im vorliegenden Kapitel beziehen, finden Sie hier:
Lebenszyklusanalyse Mistral Al

23 sp-Aquivalente sind eine MaReinheit, die in Okobilanzen verwendet wird, um die Verknappung nicht-
nachwachsender Ressourcen zu quantifizieren.

7
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Fir das Modell Mistral Large 2 nennt der Bericht nach rund 18 Monaten Nutzung
GroéRenordnungen von 20,4 kt CO,e, 281 000 m? Wasser und 660 kg Sb-Aquivalente
(Materialverbrauch). Zusatzlich werden Werte pro Nutzung ausgewiesen: Fir eine
typische Antwort fallen 1,14 g CO,e und 45 ml Wasser an. Demnach liegt der
Wasserverbrauch im Vergleich zu den angenommenen Durchschnittswerten von 20ml|
pro Anfrage bei ChatGPT um fast das doppelte dartber. Allerdings ist der Vergleich nur
eingeschrankt aussagekraftig, aufgrund der bereits formulierten Unterschiede in der
Bilanzierungsmethode. Aufschlussreich ist jedoch die Verteilung der Umweltlasten
Uber den Lebenszyklus: Den grofiten Anteil an Emissionen und Wasserverbrauch
verursacht der eigentliche Rechenbetrieb durch Training und Inferenz. Hier beziffert
Mistral den Anteil auf rund 85,5 % der Treibhausgasemissionen bzw. 91 % des
Wasserverbrauchs.

Auch wenn sich aufgrund der unterschiedlichen Bilanzierungsmethode ein direkter
Vergleich mit den Angaben zu ChatGPT als schwierig erweist, zeigen sich dennoch
einige zentrale Erkenntnisse: So ist z.B. Der Standort der technischen Infrastruktur
entscheidend. Der FulRabdruck der generativen Kl hangt stark vom regionalen
Strommix, vom Klima (Kiihlbedarf) und von der Wasserverfiigbarkeit ab. Damit wird
klar, dass identische Modelle je nach Region deutlich unterschiedliche
Umweltwirkungen entfalten kénnen. Schlielllich verweist Mistral auf die nahezu
proportionale Korrelation zwischen ModellgroBe und Umweltwirkung: GroRere
Modelle verursachen bei gleicher Aufgabe tendenziell hdhere Lasten. Das spricht in der
Praxis fur passende Modellwahl (kleiner/spezialisierter, wo maglich) und effiziente
Nutzung (z. B. Anfragen moglichst bindeln).

Ein Blick in die Zukunft

Der Blick in die nahe Zukunft |asst erwarten, dass der Ressourcenverbrauch durch Kl
weiter stark ansteigen wird. Zahlreiche Prognosen und Trends deuten darauf hin, dass
sowohl der Energie- als auch der Wasserbedarf von KlI-Systemen in den kommenden
Jahren massiv wachst. Wie bereits dargelegt, wird sich der Strombedarf von
Rechenzentren laut IEA bis 2030 auf ca. 945 TWh verdoppeln — mitunter durch den
zunehmenden Einsatz von Kl-Technologien und Anwendungen. Einige Experten
prognostizieren sogar jahrliche Zuwachsraten von um die 50 % fiir den Energiebedarf
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durch Kl von 2023 bis 2030.?* Auch der Wasserbrauch wird bis 2028 das 2-4 fache des
Niveaus von 2023 erreichen.?®

Es gibt jedoch auch bremsende Faktoren. Zum einen verbessern sich kontinuierlich die
Energieeffizienz der eingesetzten Technik (z.B. spezialisierte KI-Chips mit hoherer
Leistung pro Watt) und die Software-Algorithmen (bessere Ausnutzung der Rechner,
sparsamere Modelle).?® So werden historisch betrachtet, die prognostizierten
Verbrauche im Vergleich zu den Produktivitatssteigerungen der Rechenzentren
Uberschatzt: Zwischen 2010 und 2018 stieg die weltweite Rechenleistung in
Rechenzentren um mehr als 550 %, wahrend ihr Energieverbrauch im gleichen
Zeitraum lediglich um rund 6 % zunahm.?’

Zudem ist unklar, in welchem AusmaR KI wirklich Gberall eingesetzt wird: Manche
Szenarien gehen davon aus, dass Kl bald in jede Office-Anwendung oder jeden
Kundenservice-Chat integriert sind, was die Nachfrage hochtreiben wiirde; andere
halten ein moderateres Wachstum fiir moglich, falls sich KI-Anwendungen doch als
kostspielig erweisen oder regulatorisch eingeschrankt werden. Ein kleiner Durchbruch
in effizienterer KI kdénnte das Wachstum des Energiehungers abschwachen -
umgekehrt kénnte ein weltweiter Wettlauf um noch gréRBere Modelle oder breitere
Nutzung den Bedarf noch schneller steigen lassen.?®

Die erwartete Vervielfachung des Energiebedarfs durch Kl stellt Versorgungs- und
Infrastrukturfragen: Woher soll der zusatzliche Strom kommen, und wie vermeiden wir
dadurch noch héhere Emissionen? Denn klar ist auch, die Entwicklung wird nicht linear
und auch nicht global verteilt stattfinden. Bereits jetzt miissen in einigen Regionen
Kraftwerke und Stromnetze ausgebaut werden, um mit dem Tempo der lokalen
Rechenzentren-Expansion mitzuhalten. Das kostet Zeit und erfordert behdrdliche
Genehmigungen. Erst kirzlich, Anfang 2025, wurde berichtet, dass die Anbindung
eines neuen Rechenzentrums an das reguldre Stromnetz in Deutschland bis zu 15 Jahre
dauern kann.® In der Zwischenzeit behelfen sich einige Betreiber mit
Ubergangslésungen: Dies kann von Dieselgeneratoren (fiir Notfille) bis hin zu

24 \World Economic Forum (WEF) 2025
% Lj et al. 2025

26 Jafari et al. 2024

27 Ritchie 2024

28 Chen 2025

2% Stratmann & Witsch 2025
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tempordren Lastmanagement-Vereinbarungen reichen. Auch eigene Solaranlagen
oder Gaskraftwerke stehen bei einigen Rechenzentren-Betreibern zur Debatte.
Langfristig kdnnen und miussen allerdings erneuerbare Energien eine groflere Rolle
spielen, nicht nur im nationalen Stromnetz, sondern auch beim Eigenbetrieb von
Rechenzentren.

Beim Thema Wasserverbrauch zeigt sich, dass bestimmte Regionen mehr unter
Wassermangel leiden als andere, selbst innerhalb einer Flache wie dem Bundesgebiet
Deutschlands. Hier bemiihen sich einige Kommunen, klare Auflagen fur Betreiber von
Rechenzentren zu erstellen — etwa Nutzung von aufbereitetem Abwasser anstelle von
Trinkwasser, oder Limits fir die maximale Entnahme an heiBen Tagen. Einige
Rechenzentren nutzen bereits heute Brauchwasser (Grauwasser) fir Kihlung,
nachdem es z.B. aus stadtischen Klaranlagen kommt.3°

Nicht unbeachtet bleiben sollte, dass Kl-Technologien nicht nur Ressourcen
verbrauchen, sondern zugleich auch dazu beitragen kénnen, Ressourcen einzusparen.
In der Industrie ermoglichen Kl-gestiitzte Systeme eine prazisere Steuerung von
Maschinen, verringern Ausschuss und optimieren Wartungszyklen. In der
Energieversorgung wird Kl eingesetzt, um Stromnetze besser auf erneuerbare Energien
abzustimmen oder den Betrieb von Wind- und Solaranlagen zu optimieren. Auch in der
Landwirtschaft hilft KI, Wasser, Dinger und Pestizide gezielter einzusetzen. Selbst im
Alltag konnen KI-Systeme dabei unterstiitzen, Heizungen effizienter zu steuern,
Verkehrsfllsse zu verbessern oder Verschwendung zu vermeiden.

Fazit: Nicht verteufeln, aber aufpassen!

AbschlieBend lasst sich sagen, dass generative Kl besonders ressourcenhungrig ist und
ohne Gegenmalnahmen in einigen Jahren zu einem der grofSten Verbraucher in der
digitalen Welt werden konnte. Gleichzeitig er6ffnen sich zahlreiche Moéglichkeiten, den
Ressourcenbedarf einzudammen, etwa durch technische Innovationen wie effizientere
Hardware und sparsamere Algorithmen, durch intelligentes Management in
Rechenzentren sowie durch politische Rahmenbedingungen, die nachhaltige
Entwicklungen fordern. Wahrscheinlich wird es ein Zusammenspiel all dieser Ansatze

30 Mahan 2025
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brauchen, um die 6kologische Bilanz der Kl im Gleichgewicht zu halten, wahrend ihre
Nutzung weiter zunimmt.

Fir uns als Gesellschaft ergibt sich die Aufgabe, die sozialen, dkologischen und
ethischen Implikationen der Kl kritisch zu begleiten. Es gilt, einen bewussten Umgang
mit dieser Technologie zu fordern: Kl dort einsetzen, wo ihr Nutzen die Kosten
rechtfertigt. Das bedeutet auch, moglichst spezialisierte Anwendungen zu nutzen, wie
zum Beispiel Perplexity Al fir Recherche oder DeeplL fiir Ubersetzungen, statt fiir alle
Aufgaben eine sogenannte General Purpose Al (dt.: KI-Systeme mit allgemeinem
Verwendungszweck) wie ChatGPT zu nutzen. So kann Kl sich als Werkzeug entwickeln,
das nicht nur intelligent im Ergebnis ist, sondern auch in seiner Herstellung und seinem
Betrieb intelligent mit den Ressourcen umgeht.
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